**K8S RBAC 用户鉴权认证**

Abstract:

Normal User:

Kubernetes does not have objects which represent normal user accounts. Normal users cannot be added to a cluster through an API call, any user that presents a valid certificate signed by the cluster's certificate authority (CA) is considered authenticated.

Kubernetes determines the username from the common name field in the 'subject' of the cert (e.g., "/CN=bob"). From there, the role based access control (RBAC) sub-system would determine whether the user is authorized to perform a specific operation on a resource

Service Account:

Service accounts are users managed by the Kubernetes API. They are bound to specific namespaces, and created automatically by the API server or manually through API calls. Service accounts are tied to a set of credentials stored as Secrets, which are mounted into pods allowing in-cluster processes to talk to the Kubernetes API.

1. 生成用户私钥

openssl genrsa -out eastech.key 2048

openssl req -new -key eastech.key -out eastech.csr(主要参数:CN & O)

cat eastech.csr | base64 | tr -d "\n"

1. 创建CSR(CertificateSigningRequest)

apiVersion: certificates.k8s.io/v1

kind: CertificateSigningRequest

metadata:

name: eastech

spec:

groups:

- system:authenticated

request: LS0tLS1CRUdJTiBDRVJUSUZJQ0FURSBSRVFVRVNULS0tLS0KTUlJQ25EQ0NBWVFDQVFBd1Z6RUxNQWtHQTFVRUJoTUNTRXN4RXpBUkJnTlZCQWdNQ2xOdmJXVXRVM1JoZEdVeApJVEFmQmdOVkJBb01HRWx1ZEdWeWJtVjBJRmRwWkdkcGRITWdVSFI1SUV4MFpERVFNQTRHQTFVRUF3d0haV0Z6CmRHVmphRENDQVNJd0RRWUpLb1pJaHZjTkFRRUJCUUFEZ2dFUEFEQ0NBUW9DZ2dFQkFNSWdmY2NIbU01ZE80UmMKaXRUUU1uNjEyVDFEWWhOVE1nMUZvVGJKbFJLSllqU2l1SkQrbkJ0TDBWNFNrS09kUmlWb0EzMGlLUThOdmhKZAo1OFZHOU1tcDRXUEhobjNTQWtxeks3RHBLZis2TVhEQTAwTUVWNzVpaXA2V0lwTk5KUmN1cWk0NGlFNElGaUwvCldHTUFsWloycjJFeUQzSEl1QllIQ0J1ci8rQVdvcFBmOGpOY2dNYkx5OXY4ZklDZWQwK2sweExFQTQ1ZmppeDAKTEpwaTNqa1phV1J2ZTlvSDh2eGlLR0Q4UEQ1anFJT1FGU2grdnBRSlBiWUJzSlNGdzdXZ2wvbjUxZXlzcy8ycgprZzhyWEV5TG82N2QyN3Z6bHJtTFRZU1pES3BVdkw5eDFpMmFuRCt5OGRBRm01TU0yMVA3dm0zK21OeFlQTDNpCjk3MHVibGtDQXdFQUFhQUFNQTBHQ1NxR1NJYjNEUUVCQ3dVQUE0SUJBUUNkWUYrc3Y1cEdTVDd6OVMzTTRpL04KVm1IcEpXY2pWOHYzcHM1cXJnczgrRWhQSHRXNU9pK0RZekMzcll6U3R3VU1CYi9TSWdPVVkwUEkrVkd6VmRiMApwbkxFSS9VU1krcm5Qb2c1NzdDMUhZM3ZBWllRV3RhdW1hSlo2WlRiMVU0N2t3MUVhK3diL0FaampidVVlWmw2CkIxbHpzeEx1WTQ1UlNQU3VMT3N0VzB4VGN3R2YrZGk2Qk1WNGtJV1BrM1A0dFpJRmNQUXZNaHZ3SUMvQW93aWkKSmc5KzRZeXNiZzJLMXZGTFFxTElDT2lkdk9nSU51TVVORnAya1ZVU21TZXhYMWR5RXM3Y29ubTg5Tmt6WVoxcwptRHpSQThoajhVMkpzSnYrU1VSUTJrY2NtV05JRW1XMllKeWZYSm5JMmlYb3lWK0dpQzJ2YWxDejBURzBURXRGCi0tLS0tRU5EIENFUlRJRklDQVRFIFJFUVVFU1QtLS0tLQo=

signerName: kubernetes.io/kube-apiserver-client

usages:

- client auth

1. 批准证书签名请求

kubectl certificate approve eastech

kubectl certificate deny <certificate-signing-request-name>

1. 从CSR导出颁发的证书

kubectl get csr/ eastech -o yaml

kubectl get csr eastech -o jsonpath='{.status.certificate}'| base64 -d > eastech.crt

1. 创建角色和角色绑定

kubectl create role developer --verb=create --verb=get --verb=list --verb=update --verb=delete --resource=pods

kubectl create rolebinding eastech --role=developer --user= eastech -n elk

1. 添加到kubeconfig

kubectl config set-credentials eastech --client-key= eastech.key --client-certificate= eastech.crt --embed-certs=true

kubectl config set-context eastech --cluster=kubernetes --user= eastech

kubectl config use-context eastech